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Abstrakt

V tejto diplomovej práci analyzujeme jazyk ako komplexnú sie´, pri£om texty repre-

zentujeme ako grafy, kde vrcholy zodpovedajú entitám (tokenom) a hrany vyjadrujú

susednosti týchto tokenov v texte. Zameriavame sa na význam interpunk£ných zna-

mienok, ktoré zohrávajú nezanedbate©nú úlohu pri ²truktúrovaní a interpretácii textu.

�tudujeme distribúciu interpunk£ných znamienok v rôznych typoch textov, predov-

²etkým v naratívnych textoch. Vytvárame modely týchto distribúcií a analyzujeme

²truktúru grafov vrátane po£tu vrcholov, hrán a stup¬ov vrcholov. �alej porovnávame

jednotlivé texty so základnými zákonmi jazyka, ako sú Zipfov a Heapsov zákon, a s

vybranými existujúcimi modelmi. Nakoniec skúmame rozdiely medzi textami s inter-

punk£nými znamienkami a bez nich, pri£om identi�kujeme ich vplyv na ²truktúru a

vlastnosti jazykovej siete.

K©ú£ové slová: distribúcia interpunk£ných znamienok, frekvencia slov, interpunk£né

znamienka, zipov zákon
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Abstract

In this thesis, we analyze language as a complex network, representing texts as graphs

where nodes correspond to entities (tokens) and edges re�ect the adjacency of these

tokens within the text. We focus on the role of punctuation marks, which play a signi�-

cant role in structuring and interpreting texts. We study the distribution of punctuation

marks across di�erent types of texts, primarily narrative texts. We create models of

these distributions and analyze graph structures, including the number of nodes, edges,

and node degrees. Furthermore, we compare individual texts with fundamental langu-

age laws, such as Zipf's and Heaps' laws, and with selected existing models. Finally, we

examine the di�erences between texts with and without punctuation marks, identifying

their impact on the structure and properties of the language network.

Keywords: distribution of punctuation marks, punctuation marks, word frequency,

zipf's law
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Úvod

V tejto práci budeme skúma´ distribúcie interpunk£ných znamienok v rôznych textoch.

Na²ím cie©om je zisti´, aké sú rozdiely v pouºívaní týchto znamienok v rôznych typoch

textov a aké faktory môºu ovplyvni´ ich výskyt.

Budeme vyuºíva´ literatúru [?] a [?].
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Kapitola 1

Dynamika sietí

V tejto kapitole budeme popisova´ dynamiku sietí (konkrétne modely, ktoré popisujú,

ako sa siete vyvíjajú a menia v £ase). Dynamika sietí je k©ú£ová pre pochopenie mno-

hých reálnych systémov, ako napríklad systém jazyka, ktorému sa budeme v tejto práci

venova´. Budeme vychádza´ z literatúry [?].

1.1 Pojmy a de�nície

Matematicky model siete je graf. Graf G je de�novaný ako mnoºina uzlov (vrcholov)

V a mnoºina hrán (spojení) E, teda G = (V,E). Uzly môºu predstavova´ rôzne entity,

napríklad slová v jazyku, a hrany reprezentujú vz´ahy medzi týmito entitami, napríklad

spolu-výskyt slov v texte (ktoré slová sú ved©a seba).

Uzly (objekty, vrcholy) a vz´ahy medzi nimi (hrany) sa v £ase prirodzene menia,

pri£om ich po£et spravidla narastá, zatia© £o ich zánik je len minimálny.

1.2 Matematické modely sietí

1.3 Spôsoby rastu sietí

1.3.1 Náhodné pripájanie

Pri náhodnom pripájaní sa nové uzly pripájajú k existujúcim uzlom s rovnakou prav-

depodobnos´ou, nezávisle od ich stup¬a.

1.3.2 Preferen£né pripájanie

Preferen£né pripájanie (angl. preferential attachment) je mechanizmus, pri ktorom sa

nové uzly s vä£²ou pravdepodobnos´ou pripájajú k uzlom s vy²²ím stup¬om.
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4 KAPITOLA 1. DYNAMIKA SIETÍ

1.3.3 Zmie²ané pripájanie

Zmie²ané pripájanie kombinuje prvky náhodného a preferen£ného pripájania.



Kapitola 2

Interpunk£né znamienka v

naratívnych textoch

Prirodzený jazyk je jedným z najvýraznej²ích príkladov zloºitých systémov. V prirodze-

nom jazyku relatívne malý po£et elementárnych prvkov (foném1 a písmen2) umoº¬uje

vytvára´ zloºitej²ie jednotky: slová. Tie odkazujú na v²etko, £o môºe £lovek pomenova´

a popísa´. Slová v²ak samé o sebe netvoria celú podstatu jazyka, tu je potrebná ¤al²ia

zloºená entita: veta.

Vetná ²truktúra je ²tandardnou vlastnos´ou takmer v²etkých písaných jazykov.

Práve na tejto úrovni sa vytvára sémantika (význam) v celej jej bohatosti a s rôz-

nymi nosite©mi: slová, syntax, frázy, ved©aj²ie vety a interpunkcia v písanom jazyku.

�tatistické analýzy jazykových vzoriek, ktoré sa vykonávajú viac ako storo£ie [6,

22], potvrdili existenciu zákonov opisujúcich jazyk kvantitatívne. Klasické ²tatistické

²túdie zah¯¬ajú empirické rozdelenie3 frekvencie slov porovnávané s mocninovým zá-

konom známym ako Zipfov zákon [23] a funk£ný vz´ah medzi d¨ºkou textu a po£tom

jedine£ných slov, modelovaný Heapsovým zákonom [8, 10, 11]. Relatívne nový prístup

predstavuje popis jazyka pomocou sie´ového formalizmu [4, 7, 9, 18, 19]. Tento prístup

umoº¬uje analyzova´ jazyk ako sie´, v ktorej je súbor uzlov a vz´ahov medzi nimi.

Uzly predstavujú slová alebo pojmy a hrany reprezentujú napríklad ich spolu-výskyt

v texte (teda £i su v texte hne¤ za sebou) alebo významovú súvislos´. Ukázalo sa,

ºe niektoré siete, ktoré reprezentujú lexikálnu ²truktúru textov (napr. siete zaloºené

na spolu-výskyte slov), patria do triedy scale-free sietí, podobne ako sémantické siete,

ktoré sa kon²truujú na základe významu slov [1, 2, 16]. To znamená, ºe vä£²ina slov

má len nieko©ko spojení, zatia© £o niektoré slová (napr. ve©mi £asté alebo významovo

centrálne) majú spojení ve©a, £o je typické pre mocninový vz´ah.

Písanie textov vyºaduje pouºitie interpunkcie, inak by niektoré výrazy mohli by´

1fonéma je najmen²ia zvuková jednotka jazyka, ktorá rozli²uje význam slov
2písmeno je základná gra�cká jednotka jazyka, ktorá reprezentuje fonému
3rozdelenie na základe skúmania, teda bez predpovedania pod©a teórie
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6 KAPITOLA 2. INTERPUNK�NÉ ZNAMIENKA V NARATÍVNYCH TEXTOCH

nejasné a zavádzajúce. Interpunkcia tieº umoº¬uje vyzna£i´ oddelené logické jednotky,

na ktoré môºe by´ akáko©vek zloºitá informácia v texte rozdelená a ©ah²ie pochopite©ná.

Z tohoto poh©adu nie sú interpunk£né znamienka len technickými znakmi u©ah£ujúcimi

£ítanie textu. Ke¤ sú umiestnené medzi slovami, získavajú aj vlastný význam a stá-

vajú sa zmysluplnými entitami rovnako ako niektoré slová, ktoré plnia predov²etkým

gramatickú funkciu, napríklad spojky £i £lánky.

Napríklad bodky síce nemajú jasné fonetické vyjadrenie, ale ur£ujú d¨ºku viet a

môºu ovplyvni´ subjektívne vnímanie textu £itate©om � napríklad rýchlos´ príbehu,

mnoºstvo detailov a komplexnos´ opisu situácie. �túdie [5] navy²e nazna£ujú, ºe inter-

punkcia v naratívnych textoch vykazuje dlhodobé korelácie, £o poskytuje merate©ný

dôkaz jej významu pre ²truktúru a vnímanie textu.

Pod©a analýzy z [?] vyplýva, ºe interpunk£né znamienka môºu by´ povaºované za

plnohodnotné jednotky jazyka, podobne ako beºné slová. Ich zahrnutie do ²tatistických

analýz (napríklad pri skúmaní frekvencie výskytu alebo sietí susednosti slov) poskytuje

hodnotné informácie o ²truktúre textu.

V [?] sa skúmali tieto vlastnosti v korpusoch, teda vo ve©kých súboroch textov,

ktoré slúºia na systematickú analýzu jazyka. Porovnanie výsledkov pre interpunkciu a

beºné slová ukázalo, ºe interpunkcia nie je len technický znak u©ah£ujúci £ítanie, ale

nesie vlastný význam a ²truktúru, ktorá sa dá kvantitatívne zachyti´. Tieto zistenia

môºu zlep²i´ spo©ahlivos´ automatických ²tatistických výpo£tov a analýz textov.

V [?] sa vyuºívala na analýzu relatívne najbliºiu literárnu formu: naratívny text,

teda prózu. Naratívne texty sú charakteristické tým, ºe rozprávajú príbeh s ur£itým

dejom, postavami a prostredím. Tento typ textu £asto vyuºíva interpunkciu na vy-

jadrenie emócií, rytmu a ²truktúry príbehu. V tomto £lánku sa autori zameriavali na

analýzu interpunk£ných znamienok v známych románoch, rôznych jazykoch potriacich

do rôznych jazykových skupín:

� germánskej (angli£tina a nem£ina)

� románskej (francúzskej a talianskej)

� slovanskej (po©skej a ruskej)

Rovnako teda budeme analyzova´ interpunk£né znamienka v naratívnych textoch

aj my (nie vo v²etkých jazykoch, lebo sa ´aºko h©adajú vo©né texty na stiahnutie, ale

teda v jazyku sloven£ina/£e²tina, ¤alej angli£tina/nem£ina). Texty sa cielene vyberajú

dos´ dlhé, aby bolo moºné vykona´ ²tatistickú analýzu.

V kapitole 5 popí²eme implementáciu programu, ktorý sme vytvorili na analýzu in-

terpunk£ných znamienok v naratívnych textoch, následne popí²eme analýzu vykonanú

na vybraných textoch (kapitola 4) a nakoniec zhrnieme získané výsledky a závery.
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2.1 Základné modely distribúcie

2.1.1 Zipfov zákon

Zipfov zákon je empirickým zákonom popisujúcim frekvenciu výskytu slov v prirodze-

nom jazyku. Vyjadruje sa vz´ahom:

f(r) ∝ 1

rα
(2.1)

kde f(r) je frekvencia slova s poradím r (zoradené zostupne pod©a naj£astej²ieho vý-

skytu) a α je exponent, typicky blízko hodnote 1. To znamená, ºe druhé naj£astej²ie

slovo sa vyskytuje pribliºne s polovi£nou frekvenciou ako prvé slovo, tretie s tretinovou

frekvenciou, at¤.

2.1.2 Heapsov zákon

Heapsov zákon opisuje vz´ah medzi ve©kos´ou textového korpusu a po£tom jedine£ných

(rozdielnych) slov v ¬om. Matematicky sa vyjadruje ako:

V (N) = K ·Nβ (2.2)

kde V (N) je po£et jedine£ných slov pri ve©kosti textu N slov, K a β sú empirické

kon²tanty (typicky 0 < β < 1, zvy£ajne okolo 0,4-0,6). Zákon predpovedá, ºe po£et

nových slov objavujúcich sa v texte rastie logaritmicky s d¨ºkou textu.
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Kapitola 3

Jazyk ako graf

V tejto kapitole popí²eme, ako môºeme reprezentova´ jazyk ako grafovú ²truktúru.

Budeme sa zameriava´ na to, ako slová v jazyku súvisia navzájom a ako tieto vz´ahy

môºu by´ modelované pomocou grafov. Pozrieme sa do histórie, kto spracovával jazyk

ako graf prvý.

9
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Kapitola 4

Analýza textov

V tejto kapitole popí²eme zistenia oh©adom frekvencie interpunk£ných znamienok vy-

branej literatúry. Analýzu budeme robi´ (a porovnáva´) pod©a autorov a pod©a jazykov,

v ktorých sú diela napísané.

4.1 Analýza a model frekvencie v textoch od autora

Erich Maria Remarque: Na Západe ni£ nové

Analyzova´ budeme text v anglickom jazyku (All Quiet on the Western Front [?]) a v

nemeckom jazyku (Im Westen nichts Neues [?]).

V programe som nastavil, ºe sa má £íta´ aº od strany 9, aby sa presko£il obsah

a úvodné slová. �alej som nastavil, aby sa ignoroval názov diela, ktorý bol na kaºdej

strane, ako aj meno autora.

4.1.1 Analýza frekvencie tokenov v texte

Ná² program vygeneroval nasledovné ²tatistiky pre toto dielo:

Obr. 4.1: Frekvencia tokenov v texte (1

strana)

Obr. 4.2: Frekvencia tokenov v texte (10

strán)

11



12 KAPITOLA 4. ANALÝZA TEXTOV

Obr. 4.3: Frekvencia tokenov v texte (100

strán)

Obr. 4.4: Frekvencia tokenov v texte (celý

text)

Tabu©ka 4.1: Po£et unikátnych slov v texte
Po£et strán 1 2 10 20 100 200 280

Po£et unikátnych slov 126 238 869 1313 3683 5343 6247

4.1.2 Analýza susednosti slov v texte

Analyzujeme postupne pre 1 stranu, 5, 10, 50, 100, 200 strán a nakoniec pre celý text.

(prípadne potom pre²kálujem testovanie)

Tabu©ka 4.2: Po£et unikátnych hrán v texte
Po£et strán 1 2 10 20 100 200 280

Po£et unikátnych hrán 218 467 2211 4019 15831 27612 34998

4.2 Analýza a model frekvencie v textoch od autora

Erich Maria Remarque: Cesta spä´

Analyzova´ budeme text v anglickom jazyku (title [?]) a v nemeckom jazyku (Der Weg

Zuruck [?]).

4.2.1 Zhrnutie analýzy

Pod©a grafu 4.5 môºeme vidie´, ºe po£et unikátnych slov rastie s po£tom strán, ale

tempo rastu sa postupne spoma©uje. Pod©a tohoto grafu vidno, ºe Heapsov zákon

zhruba platí.
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Obr. 4.5: Po£et unikátnych slov v texte

4.3 Interpretácia výsledkov analýzy

porovnanie so základnými zákonmi (Zipfov zákon, Heapsov zákon), aplikácia modelov

na grafy (napr. Drogov)...
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Kapitola 5

Implementácia programu

V tejto kapitole popí²eme ako sme vyuºili kniºnicu [?] na analýzu a interpretáciu textu

zo vstupného súboru formátu PDF.

5.1 Na£ítanie PDF súboru a extrakcia textu po zna-

koch

Pri na£ítavaní vyuºívame kniºni£né súbory fontbox-3.0.4.jar a pdfbox-app-3.0.4.jar.

Na£ítavanie celého pdf súboru má na starosti trieda GetRawTextFromPDF, ktorá (ako

uº aj samotný jej názov hovorí) na£íta text zo vstupného súboru .pdf po jednotlivých

znakoch. V kon²truktore tejto triedy sú nasledovné parametre:

� Parameter path typu String, ktorý ur£uje odkia© sa súbor £íta, resp. priamo

súbor typu File.

� Parameter pageFrom typu Integer, ktorý ur£uje, od ktorej strany sa súbor £íta.

Tento parameter slúºi na presko£enie obsahu a iného sprievodného textu, ktorý

je pre analýzu v rámci tejto práce neºiadúci.

� Parameter ignoreWords typu List<String> (pole stringov), ktorý ur£uje, ktoré

slovo (slová) sa majú presko£i´, pretoºe sú tieº pre pre analýzu v rámci tejto práce

neºiadúce (ide napríklad o hlavi£ky a päty strán, teda názov diela/kapitoly, resp.

o autora)

V kon²truktore sa na£íta súbor do objektu PDDocument, z ktorého sa následne po-

mocou triedy PDFTextStripper extrahuje text po jednotlivých znakoch. Do PDFStrippera

sa e²te nastaví, odkia© sa má za£a´ súbor £íta´ (presko£enie obsahu a iného sprievod-

ného textu). Do premennej text typu String sa následne uloºí celý extrahovaný text

zo súboru.

15
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Táto trieda obsahuje metódu getText(), ktorá vráti extrahovaný text (String) zo

súboru bez neºiadúcich slov.

5.2 Analýza získaného textu a rozobratie textu na

jednotlivé tokeny

Získaný text zo súboru (pomocou metódy getText()) sa následne analyzuje v triede

TypeSplitter, ktorú si tu opí²eme. Táto trieda má v kon²truktore ako argument text

(String), ktorý sa bude analyzova´. Pre prechádzanie textu sme zvolili StringBuilder.

Budeme h©ada´ jednotlivé tokeny, základné jednotky textu, ktoré budeme analyzova´.

Budeme rozli²ova´ tieto tokeny:

� OTHER(0) - ostatné znaky, ktoré nespadajú do ºiadnej z nasledujúcich kategórií

(napr. netypické symboly).

� WORD(1) - slová zloºené z písmen (vrátane diakritiky).

� NUMBER(2) - £íselné sekvencie (£íslice).

� SPACE(3) - medzery, tabulátory a znaky nového riadku.

� BRACKETS(4) - zátvorky typu �()� , �[]� , �{}� a pod.

� COMMA(5) - £iarka �,� .

� SEMICOLON(6) - bodko£iarka �;� .

� DOT(7) - bodka �.� .

� COLON(8) - dvojbodka �:� .

� APOSTROPH(9) - apostrof �'� alebo jednoduchá úvodzovka �'� .

� QUOTATION_MARK(10) - úvodzovky (dvojité " alebo slovenské ��).

� DASH(11) - poml£ka alebo spojovník (napr. �-� , ���).

� ELLIPSIS(12) - výpustka (tri bodky �...� alebo ekvivalent).

� EXCLAMATION_MARK(13) - výkri£ník �!� .

� QUESTION_MARK(14) - otáznik �?� .
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Tieto tokeny sú reprezentované pomocou enum (vymenovanie moºností) triedy TokenType.

Tokeny sa vytvárajú nasledovným spôsobom (s vyuºitím triedy CreateToken): po-

stupne sa prechádza celý text a pod©a jednotlivých znakov sa vytvárajú tokeny. Naprí-

klad ak sa narazí na písmeno, za£ne sa vytvára´ token typu WORD, ktorý bude obsahova´

v²etky nasledujúce písmená, aº kým sa nenarazí na znak, ktorý uº nie je písmenom

(napr. medzera alebo interpunk£ný znak). Podobne sa postupuje pre ostatné typy to-

kenov.

V triede TypeSplitter sa ukladajú 2 ²tatistiky:

� Po£et výskytov jednotlivých tokenov, ktoré sú uloºené v zozname List<Integer>

tokenTypesCount, kde index zodpovedá hodnote enum triedy TokenType.

� Po£et výskytov jednotlivých slov, ktoré sú uloºené v mape Map<String, Integer>

wordCount.

�al²ie trieda, ktorú vyuºívame na analýzu viet ako celkov je trieda Sentence. Táto

trieda má v kon²truktore ako argument zoznam tokenov (typu List<Token>), ktoré sa

budú analyzova´ a poradie v texte (id) typu Integer. Táto trieda obsahuje celkový

po£et tokenov ako aj po£et interpunk£ných tokenov. V tejto triede je ¤alej naprogra-

movaný aj komparátor na zora¤ovanie viet pod©a ich d¨ºky (po£tu tokenov vo vete),

ak je zhoda tak pod©a po£tu interpunk£ných tokenov vo vete.

5.3 Vyrábanie potrebných ²truktúr

Trieda TypeSplitter poskytuje nasledovné metódy:

� Metódu printTokensCountSorted(), ktorá vráti mapu so tokenmi a ich po£tom

výskytov, zoradenú pod©a po£tu výskytov zostupne.

� Metódu printWhiteTokensCountSorted(), ktorá vráti mapu so bielymi1 to-

kenmi a ich po£tom výskytov, zoradenú pod©a po£tu výskytov zostupne.

� Metódu printTokensTypesCountSorted(), ktorá vráti mapu so výskytmi jed-

notlivých typov tokenov, zoradenú pod©a po£tu výskytov zostupne.

� Metódu printNeighborCountSortedByValue(), ktorá vráti mapu s dvojicami

slov a s po£tom výskytov týchto dvojíc, zoradenú pod©a po£tu výskytov zostupne.

Táto metóda teda slúºi na analýzu opakovania postupnosti istých slov, napr.

po akom slove sa pouºíva slovo �and� , resp. £o nasleduje po ¬om. Metóda ako

parameter o£akáva zoznam tokenov (slov) z pôvodného textu, ktoré sa majú

analyzova´.
1Medzery, tabulátory, znaky nového riadku, ... ak ich nasleduje viac za sebou, tak sa spoja do

jedného tokenu
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� Metódu printSentenceStatistic(), ktorá vráti ²tatistiky o jednotlivých ve-

tách. Vety sú zoradené zostupne pod©a ich d¨ºky (po£tu slov (tokenov) vo vete),

ak je zhoda tak ktorá veta má menej interpunk£ných tokenov.

5.4 Interpretácia (grafových) ²truktúr

V prie£inku litertúra sa nachádzajú podprie£inky pod©a autorov, v nich sú pod-

prie£inky pod©a diel a v podprie£inkoch diel sa nachádzajú kone£né podprie£inky

pod©a jazykov, v ktorých sú diela napísané. V týchto podprie£inkoch sa nachádzajú

samotné PDF súbory s textami diel a súbory .txt ktoré vytvorí program, ktorý spus-

tíme na danom PDF súbore. Cesta k samotnému prie£inku s dielom a jeho analýzov

má teda tvar: �/literatura/<autor>/<dielo>/<jazyk>/<dielo v .PDF a súbory,

ktoré vygeneroval program>� . Pri kaºdom diele sa vygenerujú 4 súbory, ktoré bu-

deme neskôr vyuºíva´ pri analýze:

� <jazyk>_sentences.txt - údaje o d¨ºke jednotlivých viet.

� <jazyk>_tokenCount.txt - po£et výskytov jednotlivých tokenov.

� <jazyk>_tokenCountWhite.txt - po£et výskytov jednotlivých bielych tokenov.

� <jazyk>_tokenTypesCount.txt - po£et výskytov jednotlivých typov tokenov.

� <jazyk>_tokenNeighbors.txt - po£et výskytov jednotlivých dvojíc slov (suse-

dov).

5.5 Vizualizácia dát pomocou kniºnice XChart

Na vizualizáciu získaných ²tatistík z analýzy textov vyuºívame kniºnicu [?]. Táto kniº-

nica poskytuje jednoduchý a �exibilný spôsob tvorby rôznych typov grafov a diagramov

bez potreby zloºitej kon�gurácie.

V na²ej implementácii sme kniºnicu XChart vyuºili na gra�cké znázornenie po£tu

výskytov prvých 50 slov (tokenov) pod©a ich frekvencie, ako aj na zobrazenie ¤al²ích

²tatistík získaných z analýzy textov. Konkrétne sme vytvorili nasledujúce typy grafov:

� St¨pcové grafy znázor¬ujúce po£et výskytov jednotlivých tokenov a ich typov.

Tieto grafy sú generované ako obrázkové súbory formátu .png a ukládané do prí-

slu²ných adresárov diel pre ¤al²iu analýzu a porovnávanie textov z rôznych autorov a

jazykov.
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5.6 Skúmanie susednosti grafov pomocou kniºnice Gephi

Na skúmanie a analýzu grafov susedností sme vyuºili gra�ckú kniºnicu Gephi [?], ktorá

je ur£ená na vizualizáciu a analýzu ve©kých sietí a grafov. Gephi poskytuje mnoºstvo

nástrojov na prácu s grafmi, vrátane rôznych algoritmov na analýzu ²truktúry grafov,

vizualiza£ných techník a moºností exportu výsledkov.
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Záver

V tejto kapitole zhrniem, akých autorov som analyzoval, aké knihy som analyzoval a v

akom jazyku som ich analyzoval.

Zhrniem tieº celkovú prácu (program) a pod.

21
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