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Abstrakt

V tejto diplomovej praci analyzujeme jazyk ako komplexnu siet, pricom texty repre-
zentujeme ako grafy, kde vrcholy zodpovedaji entitAm (tokenom) a hrany vyjadrujt
susednosti tychto tokenov v texte. Zameriavame sa na vyznam interpunkénych zna-
mienok, ktoré zohravaji nezanedbatelnt tlohu pri $truktirovani a interpretéicii textu.
Studujeme distribtciu interpunkénych znamienok v roéznych typoch textov, predov-
Setkym v narativnych textoch. Vytvarame modely tychto distribicii a analyzujeme
struktaru grafov vratane poctu vrcholov, hran a stupiov vrcholov. Dalej porovnavame
jednotlivé texty so zédkladnymi zdkonmi jazyka, ako st Zipfov a Heapsov zékon, a s
vybranymi existujicimi modelmi. Nakoniec skimame rozdiely medzi textami s inter-
punkénymi znamienkami a bez nich, pricom identifikujeme ich vplyv na Struktaru a

vlastnosti jazykovej siete.

'ticové slova: distribucia interpunkénych znamienok, frekvencia slov, interpunkéné

znamienka, zipov zdkon
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Abstract

In this thesis, we analyze language as a complex network, representing texts as graphs
where nodes correspond to entities (tokens) and edges reflect the adjacency of these
tokens within the text. We focus on the role of punctuation marks, which play a signifi-
cant role in structuring and interpreting texts. We study the distribution of punctuation
marks across different types of texts, primarily narrative texts. We create models of
these distributions and analyze graph structures, including the number of nodes, edges,
and node degrees. Furthermore, we compare individual texts with fundamental langu-
age laws, such as Zipf’s and Heaps’ laws, and with selected existing models. Finally, we
examine the differences between texts with and without punctuation marks, identifying

their impact on the structure and properties of the language network.

Keywords: distribution of punctuation marks, punctuation marks, word frequency,

zipf’s law
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Uvod

V tejto praci budeme skiimat distribicie interpunkénych znamienok v réznych textoch.
Nasim cie[om je zistit, aké st rozdiely v pouZivani tychto znamienok v roznych typoch
textov a aké faktory mozu ovplyvnit ich vyskyt.

Budeme vyuzivat literataru [?] a [?].



Uvod



Kapitola 1
Dynamika sieti

V tejto kapitole budeme popisovat dynamiku sieti (konkrétne modely, ktoré popisuju,
ako sa siete vyvijaji a menia v ¢ase). Dynamika sieti je klti¢ova pre pochopenie mno-
hych redlnych systémov, ako napriklad systém jazyka, ktorému sa budeme v tejto praci

venovat. Budeme vychadzat z literatary [?].

1.1 Pojmy a definicie

Matematicky model siete je graf. Graf G je definovany ako mnozina uzlov (vrcholov)
V' a mnozina hran (spojeni) E, teda G = (V, E). Uzly mo67u predstavovat rozne entity,
napriklad slova v jazyku, a hrany reprezentuji vztahy medzi tymito entitami, napriklad
spolu-vijskyt slov v texte (ktoré slova su vedla seba).

Uzly (objekty, vrcholy) a vztahy medzi nimi (hrany) sa v ¢ase prirodzene menia,

pricom ich pocet spravidla narasta, zatial ¢o ich zanik je len minimalny.

1.2 Matematické modely sieti

1.3 Spo6soby rastu sieti

1.3.1 NAahodné pripajanie

Pri ndhodnom pripajani sa nové uzly pripajaja k existujiicim uzlom s rovnakou prav-

depodobnostou, nezavisle od ich stupna.

1.3.2 Preferenc¢né pripajanie

Preferen¢né pripajanie (angl. preferential attachment) je mechanizmus, pri ktorom sa

nové uzly s vicSou pravdepodobnostou pripajaju k uzlom s vys$§im stupiiom.
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1.3.3 ZmieSané pripajanie

ZmieSané pripajanie kombinuje prvky ndhodného a preferen¢éného pripdjania.



Kapitola 2

Interpunkcéné znamienka v

narativnych textoch

Prirodzeny jazyk je jednym z najvyraznejSich prikladov zlozitych systémov. V prirodze-
nom jazyku relativne maly pocet elementarnych prvkov (foném' a pismen?) umoziuje
vytvarat zlozitejsie jednotky: slovd. Tie odkazuju na vsetko, ¢o méze ¢lovek pomenovat
a popisat. Slova vSak samé o sebe netvoria celi podstatu jazyka, tu je potrebna dalsia
zlozend entita: veta.

Vetna struktira je Standardnou vlastnostou takmer vsetkych pisanych jazykov.
Prave na tejto drovni sa vytvara sémantika (vyznam) v celej jej bohatosti a s roz-
nymi nositelmi: slova, syntax, frazy, vedlajSie vety a interpunkcia v pisanom jazyku.

Statistické analyzy jazykovych vzoriek, ktoré sa vykonavaji viac ako storocie [6,
22|, potvrdili existenciu zakonov opisujucich jazyk kvantitativne. Klasické Statistické
studie zahfilaju empirické rozdelenie® frekvencie slov porovnavané s mocninovym za-
konom znidmym ako Zipfov zakon [23] a funk¢ny vzfah medzi dlzkou textu a poc¢tom
jedine¢nych slov, modelovany Heapsovym zakonom [8, 10, 11]. Relativne novy pristup
predstavuje popis jazyka pomocou sietového formalizmu [4, 7, 9, 18, 19]. Tento pristup
umoziuje analyzovat jazyk ako sief, v ktorej je sibor uzlov a vztahov medzi nimi.
Uzly predstavuji slova alebo pojmy a hrany reprezentuji napriklad ich spolu-vyskyt
v texte (teda ¢i su v texte hned za sebou) alebo vyznamovu suvislost. Ukazalo sa,
7e niektoré siete, ktoré reprezentuju lexikdlnu Struktiru textov (napr. siete zalozené
na spolu-vyskyte slov), patria do triedy scale-free sieti, podobne ako sémantické siete,
ktoré sa konstruuju na zaklade vyznamu slov [1, 2, 16]. To znamen4, Ze vic8ina slov
mé len niekol'ko spojeni, zatial ¢o niektoré slova (napr. velmi ¢asté alebo vyznamovo
centralne) maju spojeni vela, ¢o je typické pre mocninovy vztah.

Pisanie textov vyzaduje pouzitie interpunkcie, inak by niektoré vyrazy mohli byt

fonéma, je najmensia zvukova jednotka jazyka, ktora rozlisuje vyznam slov
2pismeno je zékladn4 grafickd jednotka jazyka, ktord reprezentuje fonému
3rozdelenie na zaklade skiimania, teda bez predpovedania podla tedrie
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nejasné a zavadzajice. Interpunkcia tiez umoziuje vyznacit oddelené logické jednotky,
na ktoré moze byt akakol'vek zloZita informécia v texte rozdelené a I'ahsie pochopitelné.
Z tohoto pohladu nie st interpunkcné znamienka len technickymi znakmi ulah¢ujacimi
¢itanie textu. Ked st umiestnené medzi slovami, ziskavaja aj vlastny vyznam a sté-
vaju sa zmysluplnymi entitami rovnako ako niektoré slova, ktoré plnia predovsSetkym
gramatick funkciu, napriklad spojky ¢i ¢lanky.

Napriklad bodky sice nemaju jasné fonetické vyjadrenie, ale ur¢uju dizku viet a
mozu ovplyvnit subjektivne vnimanie textu ¢itatelom — napriklad rychlost pribehu,
mnozstvo detailov a komplexnost opisu situdcie. Studie [5] navyse naznacuju, Ze inter-
punkcia v narativnych textoch vykazuje dlhodobé korelacie, ¢o poskytuje meratelny
dokaz jej vyznamu pre Struktidru a vnimanie textu.

Podl'a analyzy z |?| vyplyva, Ze interpunk¢né znamienka mozu byt povazované za
plnohodnotné jednotky jazyka, podobne ako bezné slova. Ich zahrnutie do Statistickych
analyz (napriklad pri skimani frekvencie vyskytu alebo sieti susednosti slov) poskytuje
hodnotné informécie o Strukture textu.

V [?] sa skamali tieto vlastnosti v korpusoch, teda vo velkych siiboroch textov,
ktoré sltzia na systematicki analyzu jazyka. Porovnanie vysledkov pre interpunkciu a
bezné slova ukazalo, ze interpunkcia nie je len technicky znak ulah¢ujici Gitanie, ale
nesie vlastny vyznam a Struktaru, ktord sa da kvantitativne zachytit. Tieto zistenia
mozu zlepsit spolahlivost automatickych Statistickych vypoc¢tov a analyz textov.

V [?] sa vyuZivala na analyzu relativne najbliziu literarnu formu: narativny text,
teda prozu. Narativne texty si charakteristické tym, Ze rozpravaja pribeh s uréitym
dejom, postavami a prostredim. Tento typ textu casto vyuziva interpunkciu na vy-
jadrenie emocii, rytmu a Strukttary pribehu. V tomto ¢lanku sa autori zameriavali na
analyzu interpunk¢énych znamienok v znamych roménoch, réznych jazykoch potriacich

do roznych jazykovych skupin:
e germanskej (angli¢tina a nemcina)
e roméanskej (franctzskej a talianskej)
e slovanskej (pol'skej a ruskej)

Rovnako teda budeme analyzovat interpunkéné znamienka v narativnych textoch
aj my (nie vo v8etkych jazykoch, lebo sa fazko hladajia volné texty na stiahnutie, ale
teda v jazyku slovenc¢ina/cestina, dalej angli¢tina/nemcina). Texty sa cielene vyberaja
dost dlhé, aby bolo mozné vykonat statistickd analyzu.

V kapitole 5 popiSeme implementaciu programu, ktory sme vytvorili na analyzu in-
terpunk¢énych znamienok v narativnych textoch, nasledne popiSeme analyzu vykonant

na vybranych textoch (kapitola 4) a nakoniec zhrnieme ziskané vysledky a zavery.
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2.1 Zakladné modely distribtcie

2.1.1 Zipfov zakon

Zipfov zakon je empirickym zadkonom popisujicim frekvenciu vyskytu slov v prirodze-

nom jazyku. Vyjadruje sa vztahom:

Fr) o 2.1
kde f(r) je frekvencia slova s poradim r (zoradené zostupne podla najcastejsieho vy-
skytu) a « je exponent, typicky blizko hodnote 1. To znamen4, 7e druhé najcastejsie
slovo sa vyskytuje priblizne s polovi¢nou frekvenciou ako prvé slovo, tretie s tretinovou

frekvenciou, atd.

2.1.2 Heapsov zakon

Heapsov zakon opisuje vztah medzi velkostou textového korpusu a po¢tom jedinec¢nych

(rozdielnych) slov v fiom. Matematicky sa vyjadruje ako:

V(N)= K N (2.2)

kde V(N) je pocet jedine¢nych slov pri velkosti textu N slov, K a ( st empirické
konstanty (typicky 0 < 8 < 1, zvycajne okolo 0,4-0,6). Zakon predpoveda, Ze pocet

novych slov objavujicich sa v texte rastie logaritmicky s dizkou textu.
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Kapitola 3
Jazyk ako graf

V tejto kapitole popiSeme, ako modzeme reprezentovat jazyk ako grafovia Struktiru.
Budeme sa zameriavat na to, ako slova v jazyku suvisia navzajom a ako tieto vztahy
mozu byt modelované pomocou grafov. Pozrieme sa do historie, kto spracovaval jazyk

ako graf prvy.
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Kapitola 4
Analyza textov

V tejto kapitole popiSeme zistenia ohTadom frekvencie interpunkénych znamienok vy-
branej literattry. Analyzu budeme robit (a porovnavat) podla autorov a podla jazykov,

v ktorych si diela napisané.

4.1 Analyza a model frekvencie v textoch od autora

Erich Maria Remarque: Na Zapade ni¢ nové

Analyzovat budeme text v anglickom jazyku (All Quiet on the Western Front [?]) a v
nemeckom jazyku (Im Westen nichts Neues [?]).

V programe som nastavil, ze sa ma ¢itat az od strany 9, aby sa preskocil obsah
a uvodné slova. Dalej som nastavil, aby sa ignoroval nazov diela, ktory bol na kazde]

strane, ako aj meno autora.

4.1.1 Analyza frekvencie tokenov v texte

N4&s program vygeneroval nasledovné Statistiky pre toto dielo:

Graf frekvencii prvych 50 slov Graf frekvencii prvych 50 slov

twskytov
Pocet vskytov

&

,
‘||||‘“|||||IIIIIIII||||||||||||||||||||||||||||| : Ill““ll“l“““
) T m—

H § g !!
323 ssz§ !sisié R aa-!,- ‘E-Tesetcrsnez=3fisff-ssgsafsii-sis-sedes-§riifiie

Tokeny. Tokeny

Obr. 4.1: Frekvencia tokenov v texte (1 ~ Obr. 4.2: Frekvencia tokenov v texte (10

strana) stran)

11
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frekvencii prvych 50 slov Graf frekvencii prvych 50 slov.

i

Pott.

2 Beveyszs-«F2832r5fe33sfs ~s8f3z-siresfziais: ‘2-Bess-3eec23gEf2ds 53 § s3fezefesyfs ~§52fe3
Tok

Obr. 4.3: Frekvencia tokenov v texte (100 Obr. 4.4: Frekvencia tokenov v texte (cely

stran) text)

Tabulka 4.1: Pocet unikatnych slov v texte
Pocet stran 1 2 10 20 100 | 200 | 280

Pocet unikatnych slov | 126 | 238 | 869 | 1313 | 3683 | 5343 | 6247

4.1.2 Analyza susednosti slov v texte

Analyzujeme postupne pre 1 stranu, 5, 10, 50, 100, 200 stran a nakoniec pre cely text.

(pripadne potom preskdlujem testovanie)

Tabulka 4.2: Pocet unikatnych hran v texte
Pocet stran 1 2 10 20 100 200 280

Pocet unikatnych hran | 218 | 467 | 2211 | 4019 | 15831 | 27612 | 34998

4.2 Analyza a model frekvencie v textoch od autora

Erich Maria Remarque: Cesta spat

Analyzovat budeme text v anglickom jazyku (title [?]) a v nemeckom jazyku (Der Weg
Zuruck [?]).

4.2.1 Zhrnutie analyzy

Podla grafu 4.5 mozeme vidiet, ze pocet unikdtnych slov rastie s poCtom stran, ale
tempo rastu sa postupne spomaluje. Podla tohoto grafu vidno, Ze Heapsov zakon

zhruba plati.



4.3. INTERPRETACIA VYSLEDKOV ANALYZY 13

6,000 s

4,000 s

2,000 |

Pocet unikatnych slov

O, -

0 50 100 150 200 250 300
Pocet stran

Obr. 4.5: Pocet unikatnych slov v texte

4.3 Interpretacia vysledkov analyzy

porovnanie so zakladnymi zakonmi (Zipfov zédkon, Heapsov zakon), aplikicia modelov

na grafy (napr. Drogov)...
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Kapitola 5
Implementacia programu

V tejto kapitole popiSeme ako sme vyuzili kniznicu [?] na analyzu a interpretaciu textu

zo vstupného siboru formatu PDF.

5.1 Nacitanie PDF siiboru a extrakcia textu po zna-
koch

Prinacitavani vyuzivame knizni¢né sibory fontbox-3.0.4. jar a pdfbox-app-3.0.4. jar.
Nacitavanie celého pdf siboru mé na starosti trieda GetRawTextFromPDF, ktora (ako
uz aj samotny jej nazov hovori) nacita text zo vstupného siboru .pdf po jednotlivych

znakoch. V konstruktore tejto triedy st nasledovné parametre:

e Parameter path typu String, ktory urcuje odkial sa subor &ita, resp. priamo

stibor typu File.

e Parameter pageFrom typu Integer, ktory urcuje, od ktorej strany sa subor cita.
Tento parameter slizi na preskocenie obsahu a iného sprievodného textu, ktory

je pre analyzu v rdmci tejto prace neziaduci.

e Parameter ignoreWords typu List<String> (pole stringov), ktory urcuje, ktoré
slovo (slova) sa maju preskocit, pretoze su tieZ pre pre analyzu v ramci tejto prace
neziadtce (ide napriklad o hlavicky a paty stran, teda nazov diela/kapitoly, resp.

o autora)

V konstruktore sa nacita subor do objektu PDDocument, z ktorého sa nasledne po-
mocou triedy PDFTextStripper extrahuje text po jednotlivych znakoch. Do PDFStrippera
sa eSte nastavi, odkial sa ma zacat subor ¢itat (preskocenie obsahu a iného sprievod-
ného textu). Do premennej text typu String sa nasledne ulozi cely extrahovany text

70 siboru.

15
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Tato trieda obsahuje metodu getText (), ktord vrati extrahovany text (String) zo

stiboru bez neziaducich slov.

5.2 Analyza ziskaného textu a rozobratie textu na

jednotlivé tokeny

Ziskany text zo siboru (pomocou metody getText()) sa nasledne analyzuje v triede
TypeSplitter, ktort si tu opiSeme. Tato trieda ma v konstruktore ako argument text
(String), ktory sa bude analyzovat. Pre prechadzanie textu sme zvolili StringBuilder.
Budeme hladat jednotlivé tokeny, zakladné jednotky textu, ktoré budeme analyzovat.

Budeme rozlisovat tieto tokeny:

e OTHER(O) - ostatné znaky, ktoré nespadaji do ziadnej z nasledujicich kategorii

(napr. netypické symboly).
e WORD(1) - slova zloZené z pismen (vratane diakritiky).
e NUMBER(2) - ¢iselné sekvencie (Cislice).
e SPACE(3) - medzery, tabulatory a znaky nového riadku.
e BRACKETS (4) - zatvorky typu ,,O%, ,,[1%, ,,{}“ a pod.
e COMMA(5) - ciarka ,,,“.
e SEMICOLON(6) - bodkociarka ., ;.
e DOT(7) - bodka ,,.*.
e COLON(8) - dvojbodka ,,:¢.
e APOSTROPH(9) - apostrof ,’“ alebo jednoducha tvodzovka ,,>“.
e QUOTATION_MARK(10) - uvodzovky (dvojité " alebo slovenské ,, ).
e DASH(11) - pomlcka alebo spojovnik (napr. ,-“, ,-%).
e ELLIPSIS(12) - vypustka (tri bodky ,,...* alebo ekvivalent).
e EXCLAMATION_MARK(13) - vykri¢nik 1.

e QUESTION_MARK(14) - otaznik ,7%.
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Tieto tokeny st reprezentované pomocou enum (vymenovanie moznosti) triedy TokenType.
Tokeny sa vytvaraju nasledovnym sposobom (s vyuzitim triedy CreateToken): po-
stupne sa prechadza cely text a podla jednotlivych znakov sa vytvaraja tokeny. Napri-
klad ak sa narazi na pismeno, za¢ne sa vytvarat token typu WORD, ktory bude obsahovat
vSetky nasledujice pismené, az kym sa nenarazi na znak, ktory uz nie je pismenom
(napr. medzera alebo interpunkény znak). Podobne sa postupuje pre ostatné typy to-
kenov.

V triede TypeSplitter sa ukladaju 2 Statistiky:

e Pocet vyskytov jednotlivych tokenov, ktoré st ulozené v zozname List<Integer>

tokenTypesCount, kde index zodpovedd hodnote enum triedy TokenType.

e Pocet vyskytov jednotlivych slov, ktoré st ulozené v mape Map<String, Integer>

wordCount.

Dalsie trieda, ktor vyuzivame na analyzu viet ako celkov je trieda Sentence. Této
trieda mé v kongtruktore ako argument zoznam tokenov (typu List<Token>), ktoré sa
budi analyzovat a poradie v texte (id) typu Integer. Tato trieda obsahuje celkovy
pocet tokenov ako aj pocet interpunkénych tokenov. V tejto triede je d'alej naprogra-
movany aj komparator na zoradovanie viet podla ich dlzky (po¢tu tokenov vo vete),

ak je zhoda tak podla po¢tu interpunkénych tokenov vo vete.

5.3 Vyrabanie potrebnych Struktur

Trieda TypeSplitter poskytuje nasledovné metody:

e Metodu printTokensCountSorted (), ktora vrati mapu so tokenmi a ich poc¢tom

vyskytov, zoradent podla poc¢tu vyskytov zostupne.

e Metodu printWhiteTokensCountSorted(), ktord vrati mapu so bielymil to-

kenmi a ich poc¢tom vyskytov, zoradenu podla poc¢tu vyskytov zostupne.

e Metdodu printTokensTypesCountSorted(), ktord vrati mapu so vyskytmi jed-

notlivych typov tokenov, zoradent podla poctu vyskytov zostupne.

o Metodu printNeighborCountSortedByValue(), ktorda vrati mapu s dvojicami
slov a s po¢tom vyskytov tychto dvojic, zoradent podla poctu vyskytov zostupne.
Tato metoda teda slizi na analyzu opakovania postupnosti istych slov, napr.
po akom slove sa pouziva slovo ,,and“, resp. ¢o nasleduje po nom. Metoéda ako
parameter oCakéva zoznam tokenov (slov) z povodného textu, ktoré sa maju

analyzovat.

! Medzery, tabulatory, znaky nového riadku, ... ak ich nasleduje viac za sebou, tak sa spoja do

jedného tokenu
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e Metodu printSentenceStatistic(), ktord vrati Statistiky o jednotlivych ve-
tach. Vety st zoradené zostupne podla ich dizky (poctu slov (tokenov) vo vete),

ak je zhoda tak ktord veta ma menej interpunkcénych tokenov.

5.4 Interpretacia (grafovych) Struktir

V prie¢inku litertira sa nachadzaju podpriecinky podla autorov, v nich si pod-
prie¢inky podla diel a v podprie¢inkoch diel sa nachadzaja kone¢né podprieCinky
podla jazykov, v ktorych su diela napisané. V tychto podprie¢inkoch sa nachadzaju
samotné PDF subory s textami diel a sibory .txt ktoré vytvori program, ktory spus-
time na danom PDF siibore. Cesta k samotnému priec¢inku s dielom a jeho analyzov
ma teda tvar: ,,/literatura/<autor>/<dielo>/<jazyk>/<dielo v .PDF a sibory,
ktoré vygeneroval program>“. Pri kazdom diele sa vygeneruju 4 stubory, ktoré bu-

deme neskdr vyuzivat pri analyze:

e <jazyk>_sentences.txt - idaje o dzke jednotlivych viet.

<jazyk>_tokenCount.txt - pocet vyskytov jednotlivych tokenov.

<jazyk>_tokenCountWhite.txt - pocet vyskytov jednotlivych bielych tokenov.

<jazyk>_tokenTypesCount.txt - pocCet vyskytov jednotlivych typov tokenov.

<jazyk>_tokenNeighbors.txt - pocet vyskytov jednotlivych dvojic slov (suse-
dov).

5.5 Vizualizacia dat pomocou kniznice XChart

Na vizualizaciu ziskanych statistik z analyzy textov vyuzivame kniznicu [?]. Tato kniz-
nica poskytuje jednoduchy a flexibilny spdsob tvorby roéznych typov grafov a diagramov
bez potreby zlozitej konfiguracie.

V nasej implementacii sme kniznicu XChart vyuzili na grafické znazornenie poctu
vyskytov prvych 50 slov (tokenov) podla ich frekvencie, ako aj na zobrazenie dalgich

Statistik ziskanych z analyzy textov. Konkrétne sme vytvorili nasledujtce typy grafov:
e Stlpcové grafy znazoriiujuce pocet vyskytov jednotlivych tokenov a ich typov.

Tieto grafy st generované ako obrazkové subory formatu .png a ukladané do pri-
slusnych adresarov diel pre dal$iu analyzu a porovnévanie textov z roznych autorov a

jazykov.
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5.6 Sktmanie susednosti grafov pomocou kniznice Gephi

Na skimanie a analyzu grafov susednosti sme vyuzili grafickt kniznicu Gephi |?], ktora
je uréené na vizualizdciu a analyzu velkych sieti a grafov. Gephi poskytuje mnozstvo
nastrojov na pracu s grafmi, vratane roznych algoritmov na analyzu struktiury grafov,

vizualiza¢nych technik a moznosti exportu vysledkov.
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Zaver

V tejto kapitole zhrniem, akych autorov som analyzoval, aké knihy som analyzoval a v
akom jazyku som ich analyzoval.

Zhrniem tiez celkovi pracu (program) a pod.
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