Report za zimny semester

Uvod

Tento projekt sa zaobera problémom opéatovného pouzitia jednorazového kltuca, v kryptografii
znamym ako Two-time pad. Vychodiskom bola metodologia opisand vo vedeckej publikacii
Mason et al. (CCS 2006) [1], kde autori tspesne rekonstruovali textové spravy zo s¢itanych
sifrovych textov pomocou jazykovych modelov.

Mojim cielom bolo adaptovat tento pristup na obrazové data. Kym v texte sa vyuZiva
pravdepodobnost nasledujticeho znaku, pri obraze som pracoval s pravdepodobnostou hodnoty
pixelu na zaklade jeho lokalneho okolia.

Implementacia

Implementacia bola realizovana v jazyku Python. Na maticové operacie a efektivny vypo-
¢et pravdepodobnosti som vyuzil kniznicu NumPYy, pre spracovanie obrazovych dat kniznicu
OpenCV.

Replikacia na texte

Pred samotnou aplikdciou na obrazy som sa zameral na overenie teoretickych poznatkov re-
plikidciou pévodného experimentu na textovych datach. Ako trénovaci korpus pre vytvorenie
jazykového modelu som vyuzil texty z verejne dostupnych digitalnych knih.

V modeli som pouZil kontext o velkosti 5 znakov — pre kazdu sekvenciu piatich znakov bola
vypocitana pravdepodobnost vyskytu nasledujiceho znaku.

Dosiahnuta uspesnost rekonstrukcie celého suboru (spravne priradenie znaku do konkrét-
neho stiboru) bola 62 %. Uspesnost rekonstrukcie parov (spravne desifrovany znak, aj v pripade
zameny medzi sibormi) dosiahla 95 %. Tieto vysledky st porovnatelné s datami prezentova-
nymi v poévodnej vedeckej praci.
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Obr. 1: Uspesnosti z Mason et al. [1]

Experimenty s obrazovymi datami MNIST

Pre experimenty s obrazovymi datami som zvolil dataset MNIST, ktory pozostava z rukou
pisanych ¢islic. Obrazy st v odtienoch sivej (grayscale) s fixnym rozliSenim 28 x 28 pixelov.
Ako trénovaci korpus pre vytvorenie pravdepodobnostného modelu som pouzil vzorku 20 000
obrazov. Cielom bolo ur¢it hodnotu pixelu x na zéklade hodnét v jeho okoli.

Metodika vyhodnocovania

Na postdenie kvality rekonstrukcie som implementoval vyhodnocovaci skript, ktory porovnava
dvojicu vyslednych obrazov (D, D) s originalmi (Oy, Os).

Priemerna absolatna chyba (MAE)

Zékladnou metrikou je priemerna absolutna chyba, ktorou porovnavame dva obrazy O a D.
Pre obrazy s rozmermi M x K je definované ako:
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kde po; a pp.; st hodnoty jasu pixelov na rovhakom mieste v oboch obrazoch.

Parovanie obrazov

KedZe model generuje dva obrazy bez urcenia ich poradia, musime najskor identifikovat, ktory
vysledok patri ku ktorému originélu. Porovnavame dve mozné kombinacie:

e Priama: O; s D; a Oy s Do,
o Krizova: O; s Dy a Oy s D;.

Finalne priradenie zodpoveda tej kombinacii, ktord minimalizuje stic¢et hodnot MAE.



Definicia vyslednych metrik

Po urceni korektnych parov poc¢itam dve hlavné veli¢iny:

e Priemerna chyba (FE): Je to priemerna hodnota MAE vypocitana z oboch sparovanych
obrazov. Téato veli¢ina udéva priemerny rozdiel jasu.

e Priemerna aspesnost (U): Podiel pixelov, ktorych jas sa od originalu lisi o menej ako
stanovenu toleranciu 7' = 10. Najskor definujeme funkciu S(7, j):
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1. Model so zdkladnym kontextom

V prvom experimente som vyuzil jednoduchy kontext, ktory bral do uvahy iba bezprostrednych
susedov aktualne spracovavaného pixelu. Kontext tvorili:

e 1 pixel vlavo,

e 1 pixel hore.
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Obr. 2: Vizualizacia zdkladného kontextu pre pixel x

Dosiahnuté vysledky pre tento model:
e Priemerna chyba E: 31,8 odtienov.

e Priemerna uspesnost U: 81,0%

2. Model s rozsirenym kontextom

V druhom experimente som rozsiril sledované okolie cielového pixelu x. Kontext tvorili:
e 2 pixely vlavo,
e 2 pixely hore,

e 1 pixel vlavo hore (diagonélne).



V pripadoch, kde tento rozsireny kontext nebol dostupny, som pouzil model z predchadza-
jucej sekcie 2.1.

511 2 | x

Obr. 3: Vizualizacia rozsireného kontextu pre pixel x

Dosiahnuté vysledky pre tento model:
e Priemerné chyba E: 33,3 odtienov.

e Priemerna uspesnost U: 81,0%

Analyza chyb

Pri vyhodnocovani rekonstruovanych obrazov som narazil na $pecificky typ chyby, ktory sa v
numerickych statistikach straca.

Namiesto separicie model priradil takmer vSetku obrazovu informéaciu do jedného vystupu
a druhy vystup nechal takmer kompletne ¢ierny.

a) Original 1 b) Original 2
) Rekonstrukcia 1 (Chyba: ¢ierny obraz) ) Rekonstrukcia 2 (Chyba: zmes)

Obr. 4: Ukazka netspesnej separacie. Model neoddelil ¢islice, ale vytvoril jeden prazdny obraz
a jeden zmieSany obraz.



Zhodnotenie a budiica praca

Vysoka priemerna tuspesnost je do velkej miery ovplyvnenéd charakterom datasetu MNIST.
Tieto obrazy obsahuju velké mnozstvo ¢ierneho pozadia, najmé na okrajoch. Model dokaze
velmi l'ahko uhadnut tieto ¢ierne pixely, ¢im si umelo zvySuje celkovi Statistickt iispesnost, aj
ked v kritickej oblasti (samotna ¢islica) zlyhava, ako vidno na ukéazke vyssie.

V letnom semestri sa preto planujem zamerat na odstranenie tohto nedostatku:

1. Vlastny dataset: Vytvorim sadu vlastnych fotografii, ktoré nebudia mat uniformné
¢ierne pozadie a budu ukazovat menSiu vzajomna podobnost ako ¢islice MNIST.

2. Vylepsenie modelu: Aktualny model nardza na problém prilis velkého poc¢tu kombi-
nacii. Pri 256 odtienoch a viacerych susedoch existuje privela moznosti, ktoré model v
tréningu nikdy nevidel. Planujem preto zredukovat pocet farieb zhlukovanim podobnych
odtienov do skupin.
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